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Executive Summary

FileOrbis is a Secure Content Management and Enterprise File Sharing
with Integrated Security solution.

DelEMCPower Scal e is the i1ouNAStplatiorms
Dell EMC PowerScaleprovides a scalable, high-performance, modular
storage archit ecture that enables you to innovate with your data.

Dell EMCECS, the leading object-storage platform from Dell EMC, has
been engineered to support both traditional and next -generation
workloads alike. Deployable in a software -defined model or as a
turnkey appliance, ECS boasts unmatched scalability, manageability,
resilience, and economics to meet the demands of modern business.

FileOrbis’
source and many others. When integrated with intelligent tiering
(SmartPools), Write Once Read Many (WORM / SmartLock) and storage
based snapshots (SnapshotlQ) capabilities available in Dell EMC
PowerScale, and S3 versioning available in Dell EMC ECS object
platforms provide unmatched data management , collaboration, and
governance solution for enterprise users in file granularity regardless

of their physical location and device that they are on. Enterprise IT
having full control of the
data, combined solution provides greater flexibility in accessing,
managing data along with tight security driven by corporate security
policies.
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Joint Solution Benefits

9 Content-aware Tiering
(SmartPools / PowerScale)

9 Content-aware Write Once Read
Many (SmartLock / PowerScale)

9 User-driven File Restores Based
on Snapshots (SnapshotlQ /
PowerScale)

9 User-Initiated File Restores
Based on S3 Versioning (S3
Versioning / ECS)

9 Amazon S3 Protocol Access to
File Classification Tags
(PowerScale)

fRich, _File Syst,|
Support For ECSand GeoDrive

9 Unified Storage Maps with
WebDAV (PowerScale, ECS)
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1. Challenge é//

Due to the increase in complexity in the IT landscape and the use of different multi -
vendor services and applications, the challenge of effectively managing these services
and applications has become quite demanding and complicated. IT professionals are
expected to follow best practices, solve every incident, keep themselves up to date with
new technical improvements, and excel at managing new tools like never before.

Like any aspect of the business, controlling costs plays a significant role, especially i n
IT operations. The cost of having a just -enough-competent IT support team is
skyrocketing, let alone hiring highly specialized individuals. This situation presents a
massive challenge for IT operations managers because they must ensure they get the
right talent to help provide the needed support as expected while managing the budget
wisely. Periodic follow -ups and tracking team efforts and collaboration is a necessity
but time -consuming. IT directors are in a constant search for a way to centralize this
process so that they can lead efficiently while fulfilling the needs of enterprise IT as
expected.

1.1. About Dell EMC PowerScale
The power of the Dell EMC PwerScale is the OneFSoperating system powering the
i ndustry’ s -buHASIiplatiprm.sApaat Ifram unlocking the potential within
your unstructured data, OneFS enables you to store, manage, protect, secure and
analyze your data while running a wide variety of application s.

With built-in interoperability, OneFS-based solutions are simple to manage at any
scale, and capacity can be provisioned in minutes to your cluster. A single volume,
single filesystem, and single namespace enable you to consolidate your data and
eliminate storage silos. Regardless of the number of nodes in your cluster, a OneFS
powered solution allows you to store and manage many petabytes of data with a single
admin.

With support for protocols like NFS, SMB, S3, and HDFS, you can simultaneously run
applications that require file and object protocols on the same dataset, which helps
you maximize the value of your data in this Data First world.

1.2. About Dell EMC ECS
Organizations require options for consuming public cloud services with the reliability
and control of a private -cloud infrastructure. Dell EMC ECS is a software-defined,
cloud-scale, object storage platform that delivers S3, Atmaos, CAS, Swift, NFSv3, and
HDFS storage services on a single, modern platform.

Simple RESTful API access for storage services is being embraced by developers. Use
of HTTP semantics like GET and PUT simplifies the application logic required when
compared with traditional, but familia r, path-based file operations. In addition, Dell
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1.3.
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EMCECS s wunderlying storage system i strong
guarantee an authoritative response. Applications that are required to guarantee
authoritative delivery of data are able to do s o without complex code logic by using

Dell EMCECS

About FileOrbis
FileOrbis is an on-premise/on-cloud content management system equipped with
unique operation and control features allowing you to:

Enforce security scans and controls on your files.
Conduct content and sensitive data analysis on your files.
Share your files with internal and extern al users.

Manage permissions and access for your files .

Access your files from everywhere .

=A =4 =4 4 =4

FileOrbis is a framework for merging file servers, user profile folders, user -specific
areas, and network disks. FileOrbis provides an access channel for all your fi le systems
as well as an integrated management system.
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Figure 1.3.a v FileOrbis Topology

FileOrbis does not approach content management from a singular viewpoint, such as
access, authorization management, file sharing, logging, etc., but rather assists
businesses with all content management -related duties. By integrating with security
solutions such as antivirus, sandbox, DLP, and storage solutions of Dell EMC
PowerScale and Dell EMC ECSFileOrbis enables you to run all file environments more
effectively and in conjunction with other complementing solutions.
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2.

3.1.

Integrated Solution Overview é/l

"Integrated” and "ease of management" are two pillars that led us to build a solution
wherein two components, one in the front -end services stack and another in the back -

end storage stack, work together amncombiheslver age
solution provides granular management at the file level for unstructured data sets, and
automation by | everaging each platform' s capa

Dell EMC ECS platforms are integrated in the back-end storage services stack for
different sets of capabilities.

Dell EMC PowerScale Integration Capabilities

FileOrbis is integrated with Dell EMC PowerScale through OneFS API for data
management and access.

Content Based Tiering (SmartPools)

In FileOrbis management GUI, you can create rules that mark and associate files with
custom file attributes based on data type, properties, and content. Once files matching
certain rules have been processed by the FileOrbis rule engine, attributes designat ed
can become part of files in the backing OneFsS filesystem in the form of OneFS native
extended file attributes.

OneFS File Pool Policies using these extended file attributes in conjunction with user
and group attributes, time, and data location propertie s as criteria can provide
sophisticated and granular control at the file level over file data sets. With this
integration, setting the right storage tier and movement and archiving between
different storage tiers for the right data can become possible at i ndividual file
granularity and with automation. It is also possible to set the right protection and
performance profiles for individual files, whichever tier they reside in.

In the next section, we will try to explain and illustrate how the outcomes can be
achieved through some real -life examples. There are many use cases that can be
addressed with this integration. Some of these are listed below for reference.

1 Compliance driven protection
o |IDs, Credit Card Numbers, IBANs, Gender, IPv4, Email Addresses, Phore
Numbers, Blood Types, Custom (regex), etc.
0 Request Source (Right SLA for the right source)
1 Source type-based SLAs
o Example: Data coming from SAP is accelerated and protected at a higher level
1 Source address-based SLAs
0 Subnet, IP range, individual IPs
o Example: Data coming from archive servers are placed in the archive tier
1 Datatype-based SLAs
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7

o Example: Media files are archived, office documents are accelerated and é/
protected with a higher protection 4
1  Source identity -based SLAs
0 Adjust the data SLA based on user and/or group identity
0 User defined classification
0 User defined data profile

Example 1: Fast Tier Rule

In this scenario, a C-level user needs fast access to their files. In order to meet the
requirement, when afile is created or uploaded by a C -level user through FileOrbis, the
respective files should be marked for placement on the flash -based tier in the Dell EMC
PowerScale cluster.

Figure 3.1.a shows how easily a workflow rule on FileOrbis Web Management GUI can
be created by providing a name and a type of operation. The "upload" operation is
selected for this specific example. There are many types of operations available for
other actions, such as "Create File", "Create Folder", "File Edit, Create Copy, Delete,
Move, Rename, Download, Preview, Upload, Share, Share Update, Create Archive,
Extract Archive, Recycle Bin Delete, Recycle Bin Move, Recycle Bin Restore, Link Create,
Link Remove, Link Update, Link Creat Folder, Link Download, Link Preview, Link
Upload.

Workflow

1 Rule Information 2 Filter Detail 3 Action Detail
Please enler ruke condition informatios Plaasa anler filer detail Plaase enter action detail

Clavel Fast Tler Rule

Operation

Figure 3.1.a v C-Level Fast Tier Rule Creation
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Figure 3.1.b below shows how to apply a user/group and a source filter to the rule. é/l

Workflow

Rule Information Filter Detall 3 Action Detail
Pieasa enter rule condition infarmation Pleasz enter filter detail Please & d

Mobile Application Outlook AddOn

Figure 3.1.b Vv Providing Filter Details

Finally, Figure 3.1.c below shows adding OneFS extended attributes to the file with
key=Clevel and val=Speedup values as an action when the backing file system is
OneFsS,

Workflow

V Rule Information v Filter Detail v Action Detail
Piaase enler rule candition informatian Plaasa antar fiter detail Plaasa entar action detail

Add OneFS Attribute FileOrbis- + SpesdUp

ly i the filesystem is OneFS that provide api access.

Figure 3.1.c v Creating Custom File Attributes in OneFS
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By clicking the save button, the rule has been created in three simple steps.

How files will look like on FileOrbis user web interface for the respective C -level user
can be observed in figure 3.1.d. It shows two files uploaded by a C-level user.

MyFder Zitmltmeletd @ & B O & O B & ¢ Z D < ¥ &
Name |5 Size Modification Date

BE My Folder Business-Plan.docx 93KB March 12,2022 10:19 PM
[@ Executive-Summary.docx 40Ke March 12,2022 10:19PM

Bm CommonFile System

@B Private Network Folders
R Team Folders

) Inbox

L‘ﬁ My Shares

& MyLinks

M RecydeBin

1 -file uploaded

[@ Executive-Summ... (V]

I33KBof 512 MBis berg
[ Business-Plan.docx (V]

Figure 3.1.d v C-Level File Upload Operation

Figure 3.1.e below shows Dell EMC PowerScale management interface for file pool
policies. Please notice that file pool policies have been created in relation to the rules
created in FileOrbis by the storage administrator. This is a one -time activity that
requires very minimal administrative work on the storage side. The beauty of this
integratio n is that the storage administrator is in control of how the content should be
treated on storage based on its value and SLA requirements, versus FileOrbis
administrator, who might have very little insight into the dynamics of the underlying
storage system while trying to do that. What was previously not possible for the storage
administrator to control the data based on its content, value, and properties is now
possible without storage administrator gaining access to or running scans on the
actual content.
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Logged in as admin | | Review recent events | Log out | Help (7)
DAL Technologies | onefs storage Administration l

Cluster Name: FOCLS{OneFS Version:

Dashboard ~ Cluster

gement ~ File System ~ Data protection ~ Access ~ Protocols ~

Storage pools

Summary File pool pol SmartPools CloudPools SmartPools settings CloudPools settings

« Policy updated x

Select a bulk action

Search
O Order Policy name CloudPools state Description Actions
a | | ClevelFPP No access View/Edit || Delete
a 1 1 Sensitive Data FPP No access View/Edit | Delete
= 1 HR Archive FPP No access View/Edit = Delete
Default policy This policy applies to all files not selected by higher-priority View/Edit
policies.
Policy templates
Template name Description Actions
Archive Move older files to older storage, View/Use template
VMware Files Set VMware files for random-access, View/Use template
ExtraProtect Protect a subset of files at a higher requested protection. View/Use template
PoolByPath Assign files to the performance pool based solely on their path. View/Use template

Figure 3.1.e v OneFS File Pool Policies

Figures 3.1.f and 3.1.g below illustrate when the view/edit button for the first policy
named "CLevel FPP" has been clicked.

Edit file pool policy details Help@
Description
CloudPools state No access
CloudPools state details Policy has no CloudPools actions
*Policy name Clevel FPP

Description

Select files to manage

Specify criteria for determining which files will be managed by this policy:

*File matching criteria

IF condition

Remove criteria File attribute v FileOrbis-CLeve matches v SpeedUp

Add an "And" condition

Add an "Or" condition

Figure 3.1.f

9 FileOrbig; DellEMCPowerScaleDell EMC EQ&tegration

T y




7,

7,

The criteria for matching the file pool policy can be seen in figure 3.1.g, which is
shown below.

Apply SmartPools actions to selected files

Storage settings

Move to storage pool or tier

Storage target Fast_Tier (tier v

SSD strategy Use SSDs for metadata read acceleration (Recommended 5

Change requ:

I/O optimization settings

Apply CloudPools actions to selected files

i CloudPool
There are no CloudPools available to target. You can create CloudPools from the CloudPools tab.

Figure 3.1.9

Figure 3.1.h shows extended attributes in OneFS over CLI.

ra

L I o L I o L B o s I (04

Figure 3.1.h v CLI output

In this scenario, a use case would be, if a file contains equal to or more than 10 credit
card numbers and has classification filters "top secret" or "secret" set by FileOrhbis,

which are indicators of a file being sensitive, the protection level is increased
accordingly.

Figure 3.2.a shows that we start by creating a rule for FileOrbis management. We name
the rule "Sensitive Data Protection Rule" and the operation type is set to upload.
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Workflow

v Rule Information 2 Filter Detail 3 Action Detail
Pioase enter rule condition information Please entor fiter dotail Pioase entar acton detail

+  Fiter Type.

Tag Filter

Graditt Card Number - Greater or Equal

Figure 3.2.a Vv Providing Filter Details

In the next window, as shown by Figure 3.2.b below, FileOrbis will mark the file s
containing sensitive data with key=ProtectionLevel, val=High which will be
transformed into extended file attributes in OneFsS.

Workflow
Rule Information Filter Detail Action Detail
Please enter rule condition information Please enter filter detail Please enter action detalil
+ Action Type
Add OneFS Attribute FileOrbis- ProtectionLevel : high ||

Add OneFS Attribute’ will be work only if the file OneFS that provide api access

o RS T

Figure 3.2.b - Creating Custom File Attributes
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As shown in FileOrbis user web interface, in Figure 3.2.c below, the file containing

sensitive information has been uploaded by a user. l
= Q a * ’) ﬁ . Mary Jane (Accounting)

My Folder litem 1item selected ® 4 Bl C & o B 2 ¢ 2 9 € &% 4
Name |5 Size Modification Date

B My Folder [ CCardinformationxisx 9KB March 12,2022 10:58 PM

Bm Common File System

BB Private Network Folders

Bm Team Folders

=) Inbox

E" My Shares

& MyLinks

M RecydeBin

1-file uploaded v x

37 KB of 512 MB s being used
[@ CCardinformatio... (V]

Figure 3.2.c v Sensitive file uploaded

Below, details from the respective File Pool Policy, namely "Sensitive Data FPP" in Dell
EMC PowerScale management interface is shown. You will see that the protection of
sensitive data will be changed to "[6x] Mirrored over 6 nodes" when an extended file
attribute key -value pair is matched.

Edit file pool policy details Heio ()
Description
CloudPools state No access
CloudPools state details Policy has no CloudPools actions
*Policy name Sensitive Data FPP
Description
4

Select files to manage

Specify criteria for determining which files will be managed by this policy:

*File matching criteria

IF condition

Remove criteria File attribute L2 FileOrbis-Prote matches v high

Add an "And" condition

Add an "Or" condition

Figure 3.2.d
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Figure 3.2.e

Figure 3.2.f also shows CLI output for extended file attributes set in OneFS and how
the file is protected by 6 copies after a SmartPools job is run.
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Figure 3.2.f v CLI Output

In this scenario, a file has been uploaded by an individual member of a group and

contains personal information such as salary, gender, blood type, date, or email.

FileOrbis detects the filters and tags these files as CV. Once the file has been marked,
it will be moved to the archive tier upon the next successful SmartPools job run.

Figure 3.3.a shows the creation of the respective rule in FileOrbis. HR Archive Rule is
created, and an operation type is set to upload.

Figure 3.3.a - Providing Filter Details
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